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Abstract: The increasing relevance of artificial intelligence (AI) applications in 
various domains has led to high expectations of benefits ranging from precision, 
efficiency, and optimization to the completion of routine or time-consuming 
tasks. Particularly in the field of education, there exist a multitude of yet-to-be-
answered questions and challenges: How can the privacy of students be 
maintained? What will be AI’s long-term effects on teachers’ roles? What are 
the ethical and social consequences? In this paper, we introduce the concept of 
human-centered AI, rethinking how an AI system can be developed in line with 
human values and without posing risks to humanity. As the education market is 
in the early stages of incorporating AI into educational tools, we believe that this 
is the right time to create awareness about the use of principles that foster human-
centered values and help in building a responsible, ethical, and value-oriented 
AI.  

Keywords: education; artificial intelligence; educational technology; 
innovation; intelligent tutoring systems; human-centered AI; design for value 
approach  

 

1  Introduction 
The relevance of artificial intelligence (AI)-supported systems in education, so-called AI 
in education (AIED), has increased dramatically in recent years, arousing great 
expectations and offering huge innovation potential for the entire education market 
(Holmes et al., 2019; EdTechXGlobal, 2016). AI significantly expands traditional practices 
in education, and new digital solutions are emerging (i.e., intelligent and adaptive 
educational tools), which are gaining a market share alongside traditional concepts. 
Basically, such intelligent tools can be categorized into two main areas: narrow AI/weak 
AI and general AI/strong AI, where the former refers to the intelligent agent that is 
designed to solve one specific task, whereas the latter refers to an agent that is capable of 
solving any given problem irrespective of their task or domain. Almost all the available 
educational tools are a composition of narrow and general AI, whereas a solely built 
general/strong AI is unlikely to exist in the future (Zawacki-Richter et al., 2019). 
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As the outcomes of these tools strongly rely on the data behind the task or domain, they 
impact humans in a number of ways. For example, there are concerns surrounding the 
usage of private information, such as learner behaviors, abilities, and mental states while 
performing educational activities (Holmes et al., 2018). Therefore, there is an increased 
need to address the technological and societal implications associated with the emergence 
and usage of AIED tools. There is an ongoing discourse on how to operationalize these 
values during the development of AI systems, rather than applying these rules/guidelines 
after the deployment. In this paper, we introduce the design-for-values approach—
a methodological approach aimed at incorporating moral values as part of the 
technological design, research, and development (Dignum, 2019). The development of AI 
systems entails processes, such as identifying societal values, deciding on a moral 
deliberation approach, and linking values to the formal system requirements and concrete 
functionalities (Dignum, 2019). The questions that this research endeavors to answer are 
which societal issues are associated with the digitization of education through AIED tools, 
and what changes need to be made to these tools to cause humans to accept them as useful 
and trustworthy.  
In this contribution, we focus on how responsible AIED tools can be developed and 
operationalized. We introduce the aspects of value-centered, human-centered, ethical, and 
responsible AI in the domain of education, which to our knowledge, have been 
underexplored. In the following section, we briefly outline the current market 
developments of AIED. Afterwards, we discuss the current AI applications in the EdTech 
area. The fourth section introduces the idea of an integrative human-centered AI (HCAI) 
approach for the development of AI-based EdTech applications. The article concludes with 
recommendations for action and an outlook on future research extensions. 

2  Market development of AIED  
The implementation of AI technologies holds high potential for innovation in a number of 
different fields. In the education sector, providers are entering the market in increasing 
numbers with the promise of offering intelligent learning solutions through data-based and 
AI-driven applications. According to Renz and Hilbig (2020), such systems are currently 
the highest level of EdTech applications, which enable the individualization of learning 
paths. Although AI-based EdTech applications offer high innovation potential for the 
business models of providers and users/learners, there are hardly any EdTech companies 
(at least in the German market) already working with such technology. Most of the 
analyzed companies are in the range of low-data and data-enhanced business models.  

In a theoretical analysis, Renz et al. (2020a) also show that the innovation potential for the 
use of AI-based elements in education already exists, but they often only have a subjunctive 
character and can barely claim practical evidence. A worldwide survey of stakeholders 
from the education sector shows that already 20% of the surveyed EdTech companies have 
invested in and implemented AI technologies and another 21% are currently testing AI 
technologies for their businesses (Global Executive Panel, 2019). In addition to the 
emerging innovation dynamic of EdTech companies, the COVID-19 pandemic can be 
currently seen as a tipping point for faster market development (Renz et al., 2020b; Renz, 
2020). In a market analysis of two AI-driven EdTech applications—language learning 
platforms (LLP) and learning management systems (LMS)—Renz et al. (2020b) 
demonstrate that the COVID-19 pandemic has already caused a market shift from low-data 
business models to data-enhanced business models. The authors assume that the significant 



 

 

increase in the use of EdTech applications during the crisis will also lead to more data-
driven EdTech applications entering the market. The increasing number of users of 
corresponding EdTech applications is leading to the generation of more data relating to 
learning behavior. Such data provide a basis for the further development of AI-based 
learning systems.  

Additionally, there are adaptive learning solutions on the market that work on the principles 
of rules. Holmes et al. (2019) note that science, technology, engineering and mathematics 
(STEM) subjects in particular play an important role in the development of such AIEDs. 
Among the most common AIED applications are intelligent tutoring systems (ITS), which 
allow individualized learning paths with step-by-step tutorials (Alkhatlan & Kalita, 2018). 
One reason why STEM subjects are especially low-hanging fruits for ITS applications is 
the existence of clearly defined rules and a well-structured approach (Holmes et al., 2019). 
Hence, the discourse shows that EdTech companies are preparing for the development and 
use of AI technologies and will further accelerate the existing innovation dynamics in the 
education market in the coming years.  

3  Current AI applications in education 

Ahmad et al. (2020) present a bibliometric analysis of AI applications in education. The 
authors divide the field of AI applications in education into ITS, evaluation, personalized 
learning, recommender systems, student performance, sentiment analysis, retention and 
dropout, and classroom monitoring. Another overview of current AI applications in 
education can be found in Holmes et al. (2019). The authors classify four main types of 
application areas for AIED: ITS, dialogue-based tutoring systems (DBTS), explorative 
learning environments (ELE), and automatic writing assessment (AWE). The following 
chart summarizes some of the most popular EdTech providers according to the 
classification of Holmes et al. (2019).  

 
Figure 1 Overview of current AIED applications (Holmes et al., 2019) 

Whether an intelligent learning system operates on the basis of data on individual learning 
behavior or whether it is rule-based is not always transparent to the user. Nevertheless, it 
can be expected that in the coming years, more and more EdTech applications will be 
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developed on the basis of AIED. Therefore, it is essential to establish appropriate 
regulations that consider the responsible and sustainable development of such applications. 
In the following, we present human-centered AI as a possible approach that promises 
responsible implementation of AI in education and educational products.  

4  Human-centered AI in education 
As AI is gradually being adopted in education for the purpose of teaching and learning, 
there is a persistent debate on the educational value of technology (Luckin & Cukurova, 
2019). As a result of this uncertainty, the progress of AI technology and learning analytics 
(LA) in education lags far behind when compared to other domains, such as healthcare and 
finance. The fear of AI completely rejecting the role of teachers is a major concern for both 
teachers and educational institutions (Popenici & Kerr, 2017). It is merely due to this fact 
that many research projects, such as the European Humane AI project1, Stanford Institute 
for Human-Centered Artificial Intelligence2, and other research institutes, such as MIT and 
UC Berkeley (Xu, 2019), took initiatives to work toward understanding the human aspects 
of AI and develop a more responsible AI that enhances the capabilities of humans rather 
than replacing them. Although there is no concrete framing of the definition of HCAI, the 
general understanding of HCAI is a design thinking approach that puts humans at the center 
of AI development, rather than thinking of AI automation as a removal of human agency 
and control. Furthermore, HCAI “is designed with a clear purpose for human benefit while 
being transparent about who has control over the data and algorithms” (Schmidt, 2020, p. 
2). Schneiderman (2020) reframes AI as a replacement of algorithms and AI systems with 
humans at the center, thereby calling HCAI a second Copernican revolution.  

 
Figure 2 The Transformative Power of HCAI (Schneiderman, 2020) 

In this paper, we propose that working toward human-centered approaches in developing 
educational technologies will help both providers and consumers of EdTech solutions. 
Currently, AI systems in ITS enhance the technology by offering personalized lessons to 
students that are based on their learning patterns, their knowledge and interest in a 
particular area, etc., but the HCAI approach enhances human capabilities by allowing the 
teachers to build their own computerized lessons by using the insights gathered from the 
AI tutoring system (Weitekamp, 2020). To the best of our knowledge, there are no cases 
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in the education sector of explicit consideration given to an HCAI approach when 
developing AIED. In general, it remains quite unclear which areas already use HCAI 
approaches. Nevertheless, there are some cases where the approaches to HCAI 
development in AI applications in different areas have changed to achieve better user 
experiences. One example of the implementation of HCAI approaches can be found in the 
healthcare sector. With the help of AI, possible tumors can be identified in X-rays. This 
enables radiologists to quickly focus on areas suggested by the AI and provide treatments 
for patients. This is an example of AI working for a radiologist and not necessarily making 
choices/decisions by itself (Dembrower, 2020). Another example of HCAI use can be 
found in the area of customer management. Some companies employ chatbots and digital 
agents to automate and streamline responses, which leads to a less-than-ideal customer 
experience. The HCAI approach allows the AI system to work for the call center agent to 
identify the right information and speed up the answering process by also providing better 
customer experiences (Forbes Insights, 2020). 

As we already mentioned, one of the ways in which AI is being implemented in the field 
of education is through ITS. ITS aims at providing personalized instruction and feedback 
to students, often through AI technology and without a human teacher. This suggests that, 
traditionally, AI algorithms and systems have been developed with the notion of harnessing 
the efficiency of machine automation (by measuring algorithmic performance, confidence 
interval, etc.) and celebrating what the AI systems could do. In contrast, we propose to 
build EdTech solutions considering HCAI’s design thinking approach, which centers 
human values by measuring human performance while remaining amenable to human 
feedback and agency and celebrating the new powers that people have (Schneiderman, 
2020). A recent work by Weitekamp et al. (2020) posits newly developed methods 
involving AI technologies that allow a teacher to teach an AI system (precisely ITS) that, 
in turn, teaches students. In this method, a human teacher demonstrates to the computer 
how to solve specific problems, such as multi-column addition. If the computer provides 
the wrong solution to the problem, this indicates to the human teacher possible trouble 
spots for students. This authoring process helps teachers understand the trouble spots for 
students because the machine learning system also often stumbles at the same places that 
students do. As we are currently losing direction of whether to enhance machine 
capabilities or human capabilities, it is the right time to rethink how AI systems are being 
developed to satisfy educational purposes. Thus, HCAI is essential to ensure that AI 
solutions responsibly prioritize human values and human dignity.  

Thus far, limited attention has been given to the role of human values during the 
development of AI technology. Therefore, various scientists are currently trying to develop 
design approaches that focus on human values (Auernhammer, 2020). Each of the different 
design approaches provides a valuable perspective when designing for people. One 
possible approach is value sensitive design (VSD)—a theoretically grounded approach to 
the design of technology that accounts for human values in a principled and comprehensive 
manner—that provides different perspectives on societal, diversity, interaction, and human 
needs in the design of computer systems, such as AI. The VSD approach provides an 
opportunity to research and examine the impact of AI on people through a specific lens.  

Another solution for mitigating the described challenges is by following a design for values 
methodological approach. This approach aims at making moral values part of technological 
design and development (Dignum, 2019). Often, values are interpreted as high-level 
abstract concepts that are hard to operationalize into concrete functionalities. A design-for-
values approach resolves this by proposing a way that puts human rights, human dignity, 
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and human freedom at the center of AI design. Using this design-for-values approach to 
methodological design assists in building HCAI that helps in identifying societal values, 
deciding on a moral deliberation approach (through algorithms, user control, regulation), 
and thereby linking these values to formal system requirements and concrete functionalities 
(Dignum, 2019).  

Xu (2019) proposes an extended HCAI framework (see Figure 3) that includes three main 
components: 

(1) Ethically aligned design, which creates AI solutions that avoid discrimination, 
maintain fairness and justice, and do not replace humans. 

(2) Technology that fully reflects human intelligence, which further enhances AI 
technology to reflect the depth characterized by human intelligence (more like 
human intelligence). 

(3) Human factors design to ensure that AI solutions are explainable, comprehensible, 
useful, and usable.  

 
Figure 3 An extended HCAI framework (Xu, 2019). 

Following this, a wide range of initiatives to establish ethical guidelines and frameworks 
comes into practice each day, acting as a quick solution to address these ethical, societal, 
and legal problems and altogether build a socially responsible AI. Some examples follow. 
AlgorithmWatch3 is a non-profit organization that helps in pointing out ethical conflicts 
and currently holds 150 ethical guidelines for making algorithmic decision-making 
processes effective and inclusive. AI4People4 Ethical framework offers a series of 
recommendations for the development and adoption of AI and is especially tailored to the 
European context. In their meta-analysis of ethical frameworks, Floridi and Cowls (2019) 
find that almost all of the guidelines collectively agree on the same set of principles and 
themes, but what seems to be missing is a concrete methodology for the 
application/mapping of these principles in practice.  

                                                
3 https://algorithmwatch.org/en/  
4 https://www.eismd.eu/ai4people/  
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Overall, we suggest that AI systems should not only keep humans in the loop but also 
provide higher levels of human control. As the system becomes more human-centered and 
under the control of humans, it leads to an increase in human performance and achieves 
higher levels of self-efficacy, mastery, creativity, and responsibility. For example, the 
StudySmarter learning app5 provides tailored learning plans while offering students a level 
of autonomy to create their own flashcards and summaries and to finalize their lesson plans.  

5  Recommendations for action and further research 
Tremendous development of EdTech applications is taking place. However, the use of AI 
within these tools is scarce. In our opinion, one reason for the restrained development might 
be the fact that society is, in principle, rather skeptical about the use or development of AI 
systems due to the dystopian framing of the concept of AI. Avanade’s (2017) research on 
HCAI shows that 88% of the global business and IT decision-makers say they do not know 
how to use AI, and 79% say that internal resistance limits their implementation of it. Due 
to this gap in innovation and development, we propose that EdTech providers should 
consider developing more HCAI-based approaches unfolding the potential of AI in 
education. This allows us to clearly envision the benefits that AI systems have to offer. We 
propose that this is the right time to consider value-conscious design principles for more 
human-centered and responsible AI that takes the social, legal, and moral values into 
consideration prior to and during the development of the product. In the current market, 
AIED systems work in two ways. They are either (1) rule-based, where the system is given 
a set of rules and it keeps applying these rules to problems to find an answer, or (2) 
learning-based, where the system observes, finds patterns, and makes predictions 
independently. The German EdTech sector is currently in the first phase, where rule-based 
AIED systems are developed with pre-defined rules.  

However, as the shift is taking place toward developing modern AI systems that are 
learning-based, concerns have emerged regarding AI taking over human control, 
algorithmic violations caused by bad data, socioeconomic inequality, and privacy 
violations. Consequently, the AI community is shifting its focus to emphasize HCAI, due 
to the mixed opinions on AI (from different actors involved in education–government, 
private entities, parents, leaders of institutions) and its capabilities, and to rethink how to 
develop an AI system that complies with human values and does not pose risks to 
humanity. The shift is happening slowly and it is not that noticeable because HCAI has the 
same capabilities as AI, with the only difference being that instead of replacing human 
workers, HCAI aims at augmenting human workers and enhancing business outcomes.  

Educating stakeholders about the potential and utopian capabilities of HCAI will help in 
attaining the goal of student and teacher success and reduce the anxiety or fear of AI 
systems. Interestingly, we are finding an increasing number of initiatives at the public level 
(e.g., Elements of AI in Finland6 and AI Campus in Germany7) that provide information 
about the opportunities/potential and challenges/risks of AI and raise awareness of the 
topic. In addition, data literacy initiatives are increasingly emerging to improve the general 
understanding of how data can be used. Such initiatives and educational projects indicate 
that society should develop an awareness of AI technologies. For further research, it would 

                                                
5 https://www.studysmarter.de/  
6 https://www.elementsofai.de  
7 https://ki-campus.org 
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be exciting to analyze concrete cases of how HCAI approaches influence the development 
of AIED in the educational market and application readiness. 
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