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Abstract. In this paper, I propose an approach to using semantic web data for 

generating questions that are intended to help people develop arguments in a dis-

cussion session. Applying this approach, a question generation system that ex-

ploits WordNet for generating questions for argumentation has been developed. 

This paper describes a study that investigates a research question of whether dif-

ferent populations perceive questions (either generated by a system or by human 

experts) differently. To conduct this study, I asked eight human experts of the 

argumentation and the question generation communities to construct questions 

for three discussion topics and used a question generation system for generating 

questions for argumentation. Then, the author invited three groups of researchers 

to rate the mix of questions: 1) computer scientists, 2) researchers of the argu-

mentation and question generation communities, and 3) student teachers for 

Computer Science. The evaluation study showed that human-generated questions 

were perceived differently by three different populations over three quality crite-

ria (the understandability, the relevance, and the usefulness). For system-gener-

ated questions, the hypothesis could only be confirmed on the criteria of rele-

vance and usefulness of questions. This contribution of the paper motivates re-

searchers of question generation to deploy various techniques to generate ques-

tions adaptively for different target groups. 

Keywords: Semantic web, Linked Open Data, Question Generation, Question 

Taxonomy, Adaptivity 

1 Introduction 

Asking questions is an important skill that is required in many institutional settings, 

e.g., interviews conducted by journalists (Clayman & Heritage, 2002), medical settings 

(Drew & Heritage, 1992), courtrooms (Atkinson & Drew, 1979). For teachers, asking 

questions is almost an indispensable teaching technique. Dillon (1988) investigated 

questions generated by teachers in 27 upper classrooms in six secondary schools in the 



USA and reported that questions accounted for over 60% of the teachers' talk. The ben-

efits of using questions in instruction are multi-faceted and have been reported in many 

research studies (Lin et al., 2014; Morgan & Saxton, 2006; Tenenberg & Murphy, 

2005). Not only teachers’ questions can enhance learning, but also students’ question 

asking can benefit learning. The evidence from research studies provides a solid empir-

ical basis to support the inclusion of students’ question asking in teaching in order to 

enhance comprehension (Rothstein & Santana, 2014), cognitive and metacognitive 

strategies use (Yu & Pan, 2014), and problem-solving abilities (Barlow & Cates, 2006) 

of students. Researchers suggested that teachers should pose questions that encourage 

higher-level thinking of students because they need to be familiarized with different 

levels of thinking and to use knowledge of the lower-level productively (Chafi & 

Elkhozai, 2014). In addition, Morgan and Saxton (2006) demonstrated that well-chosen 

higher-order questions can not only be used to assess student’s knowledge but also to 

extend his/her knowledge, to improve his/her skills of comprehension and application 

of facts and also to develop his/her higher-order thinking skills. Yet the evidence is that 

the majority of questions teachers use in their classrooms in order to check knowledge 

and understanding, to recall of facts or to diagnose student’s difficulties (Chafi & 

Elkhozai, 2014), and only about 10% of questions are used to encourage students to 

think (Brown & Wragg, 1993). Especially, pre-service teachers, who have just gradu-

ated their study, would have many difficulties in generating questions in their classes. 

Many automatic question generation approaches have been developed in order to 

help teachers and students. For example, in the LISTEN1 project (Mostow & Chen 

(2009), Mostow & Beck (2007)), Mostow and colleagues developed an automated read-

ing tutor which deploys automatic question generation to improve the comprehension 

capabilities of students while reading a text. Kunichika et al. (2001) proposed an ap-

proach to extracting syntactic and semantic information from an original text and ques-

tions are constructed using the extracted information to support novices in learning 

English. Heilman and Smith (2010) developed an approach to generating questions for 

assessing students’ acquisition of factual knowledge from reading materials. What all 

these approaches have in common is that they deployed information in a given text 

(e.g., a reading text) to generate questions. 

This paper proposes to use existing encyclopedic or lexical knowledge databases 

available on the Internet as semantic sources for generating questions automatically. 

Using the semantic web as a source of information required for generating questions 

may save time for teachers in preparation for their lessons. Currently, this approach has 

been experimented by Jouault and Seta (2014) who proposed to generate semantics-

based questions by querying information from Wikipedia to facilitate learners’ self-

directed learning. Using this system, students in self-directed learning are asked to build 

a timeline of events of a history period with causal relationships between these events 

given an initial document. The student develops a concept map containing a chronology 

by selecting concepts and relationships between concepts from a given initial Wikipe-

dia document to deepen their understandings. While the student creates a concept map, 

the system also integrates the concept to its map and generates its own concept map by 
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referring to semantic information of Wikipedia. The system’s concept map is updated 

with every modification of the student’s one and enriched with related concepts that 

can be extracted from Wikipedia. Thus, the system’s concept map always contains more 

concepts than the student’s map. Using these related concepts and their relationships, 

the system generates questions for the student to lead to a deeper understanding without 

forcing to follow a fixed path of learning. Also exploiting semantic web data sources, 

Le et al. (2014) proposed to use WordNet to generate questions that are intended to help 

students develop arguments for discussion. Their project aimed at using automatically 

generated questions for stimulating the brainstorming of students during the process of 

argumentation. WordNet has been used as a semantic source for generating questions, 

because it is a rich lexical database that is able to provide hyponyms (related concepts) 

to a queried concept. In a recent study, Le and Pinkart (2015) investigated the quality 

of system-generated questions with respect to the understandability, the relevance of 

questions to a given discussion topic, and the usefulness of questions for students to 

develop new arguments. The authors reported that system-generated questions could 

not be distinguished from human-generated questions in the context of two discussion 

topics (topic about nuclear energy and topic about low interest rate) while the difference 

between system-generated questions and human-generated questions was noticed in the 

context of one discussion topic (deflation in Europe and US).  

This paper not only investigates the quality of system-generated questions, but also 

the hypothesis that people of different populations perceive the quality of questions 

differently. That is, questions that are understandable, relevant to a discussion topic, 

and useful for teachers might be perceived not understandable, irrelevant to a discussion 

topic, not useful by students. This hypothesis will be investigated based on not only 

human-generated questions, but also questions that are generated by the question gen-

eration system developed by Le et al. (2014) for the domain of argumentation. 

The remainder of this paper is structured as follows. The next section will review 

sources of semantic web data sources that can be used to generate questions. Then, in 

the third section, the study for investigating the formulated hypothesis will be de-

scribed. In the fourth section, I will discuss on the results of the study, and in the final 

section, the conclusions will be summarized.  

2 A Review of Semantic Web and Linked Open Data Sources 

In order to help students develop new arguments for the argumentation, asking ques-

tions is one of the useful strategies. In order to create questions, semantic information 

which is related to a given topic is required. Different semantic sources (such as seman-

tic web data and linked open data) can serve to create questions. Presently, many useful 

semantic web and linked open data sources have been developed by large communities 

(including non-experts and experts), e.g., Wiktionary2, Openthesaurus3, and GermaNet4 
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for the German language; WordNet5 and Freebase6 for the English language; BabelNet7 

and DBPedia8 are multilingual databases; and more.  

In the following, I will review only the sources of semantic web data and linked open 

data for the English language that are maintained continuously and have a considerable 

number of datasets. The review is followed by a thorough analysis with respect to their 

usefulness in the context of question generation for argumentation. 

The purpose of YAGO is combining information from different Wikipedia databases 

in multiple languages. The YAGO knowledge base is automatically constructed from 

Wikipedia and consists of entities, facts, and relations. Each article in Wikipedia repre-

sents an entity in the knowledge base YAGO. Two entities can stand in a relation. For 

example, the fact AlbertEinstein hasWonPrize NobelPrize has the relation 

hasWonPrize that has entities AlbertEinstein and NobelPrize. For the purpose of gen-

erating questions for helping develop new arguments, such relations may be useful. For 

example, we can generate a question using the relation hasWonPrize: “Which prize did 

Albert Einstein win?” This question may stimulate students to think about Einstein’s 

work achievements for that prizes were announced. The version YAGO2 has over 9.8 

million entities and 447 million facts (Hoffart et al., 2013). The YAGO3 version has 77 

English relations (Mahdisoltani et al., 2015). 

WordNet (Miller, 1995) also provides a source of semantic information which can 

be related to a discussion topic. WordNet is an online lexical reference system for Eng-

lish. Each noun, verb, or adjective represents a lexical concept. A concept is represented 

as a synonym set (called synset), i.e., the set of words that share the same meaning. 

Between two synsets, WordNet provides semantic relations (12 relations for nouns). 

The hyponym relation represents a concept specialization. For example, for the concept 

“energy”, WordNet provides a list of direct hyponyms which are directly related to the 

concept being searched and represent specializations: “activation energy”, “alternative 

energy”, “atomic energy”, “binding energy”, “chemical energy”, and more. In addition, 

synsets can contain sample sentences to provide sample sentences, which can be used 

for generating questions. For example, if we input the word “energy” into WordNet, an 

example sentence, e.g., “Energy can take a wide variety of forms” for this concept is 

available. Sample sentences provided by WordNet may also be exploited to create ques-

tions, e.g.: “Which forms can energy take?” One of the advantages of WordNet is that 

it provides accurate information (e.g., hyponyms) and grammatical correct sample sen-

tences which may serve useful semantic information for generating questions.  

BabelNet (Navigli & Ponzetto, 2012) is a multilingual semantic network which is an 

integration of lexicographic and encyclopedic knowledge from WordNet and Wikipe-

dia. In addition to the standard WordNet relations, BabelNet is enriched with “gloss” 

relations and unlabeled relations that are derived from internal links in the Wikipages. 

A gloss relation is established based on a gloss for a concept in WordNet. For example, 

the gloss of the first synset of “play” is “a dramatic work intended for performance by 
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actors on a stage”, and so the first sense of “play” is gloss-related with the first sense 

of “actor” and the third sense of stage (in WordNet, each lexical unit may have several 

senses). Since Wikipages typically contain hypertext linked to other Wikipages, thus, 

it refers to related concepts. For instance, “play” (with sense “theatre”) has links to 

“literature”, “playwright”, etc. BabelNet exploits these links in order to extend the re-

lations between concepts in its database. In the current version (Navigli & Ponzetto, 

2012), BabelNet has 51,087,221 relations for the English language and this number of 

relations is enormously higher than the number of relations provided by WordNet 

(364,522). However, with respect to using gloss-relations and wikipages-relations for 

generating questions, I do not see benefits because these relations do not provide a spe-

cific semantic relationship between two concepts in order to generate a meaningful 

question. BabelNet is more useful than WordNet with regard to generating questions 

for different languages, because BabelNet is a multi-lingual database, while WordNet 

just supports the English language. 

3 Do Different Populations perceive Questions Differently? 

The title of this section is the research question of this paper. Either questions are 

developed by human experts or generated by a computer systems, it is interesting for 

the community of question generation to know whether people of different populations 

perceive them differently. This research question is important because it helps us un-

derstand more about how people perceive questions, and thus, consequently, question 

generators (human or system) might have to adapt questions to target persons. In order 

to investigate this research question, I use the question generation system that has been 

developed by Le at al. (2014) with the intention to support the process of argumentation. 

In this paper, I briefly summarize the approach to generating questions using WordNet 

developed by Le and colleagues (2014). The authors exploited two types of semantic 

information for generating questions. First, questions are generated using key concepts 

in a discussion topic. For example, the following discussion topic can be given to stu-

dents in a discussion session: 

 

“The catastrophe at the Fukushima power plant in Japan has shocked the 

world. After this accident, the Japanese and German governments announced 

that they are going to stop producing nuclear energy. Should we stop produc-

ing nuclear energy and develop renewable energy instead?” 

 

From the discussion topic, the system extracts nouns and noun phrases to serve as 

key concepts for generating questions: catastrophe, Fukushima power plant, nuclear 

energy, renewable energy. These nouns and noun phrases are filled in a set of pre-

defined question templates, and as a result, a set of questions are generated.  

Table 1 shows a part of the set of pre-defined question templates implemented in the 

question generation system, where the left column represents the type of questions 



which can be instantiated by filling in the place-holder <X> of the corresponding tem-

plate (the right column). The authors applied the question taxonomy developed by 

Graesser et al. (1992) and developed fourteen question templates. 

 

Table 1. Question templates for question generation. 

Type Question template 

Definition 

 

 

Feature/Property 

 

 

What is <X>? 

What do you have in mind when you think about <X>? 

What does <X> remind you of? 

What are the properties of <X>? 

What are the (opposite)-problems of <X>? 

What features does <X> have?  

 

The second type of information is using hyponyms provided in WordNet for each 

concept (cf. Section 2). Placeholders in pre-defined question templates can be filled 

with appropriate hyponym values for generating questions. For example, the noun “en-

ergy” exists in the discussion topic, and after extracting this noun as a key concept, it 

can be used as input for WordNet that provides several hyponyms, including “activation 

energy”. The following question templates (Table 2, 2nd column) can be used to gener-

ate questions of the question type “Definition”. 

Table 2. Question templates and generated questions of the type „Definition“. 

Type Question template Question 

Definition 

 

 

What is <X>? 

What do you have in mind 

when you think about <X>? 

What does <X> remind you 

of? 

What is activation energy? 

What do you have in mind when you 

think about activation energy? 

What does activation energy remind 

you of? 

 

In addition to using hyponyms for generating questions, Le at al. (2014) proposed to 

use example sentences provided by WordNet for each concept to generate questions. 

For example, the following questions have been generated using the sample sentence 

that is provided in WordNet “catalysts are said to reduce the energy of activation dur-

ing the transition phase of a reaction” 

 Are catalysts said to reduce the energy of activation during the transition 

phase of a reaction?  

 When are catalysts said to reduce the energy of activation?  

 What are catalysts said to reduce during the transition phase of a reaction?  

 What are said to reduce the energy of activation during the transition phase 

of a reaction?  

 What are catalysts said to reduce the energy of during the transition phase 

of a reaction?  



Since in a pre-study Le et al. (2014) found that most questions generated using sample 

sentences provided by WordNet do not represent meaningful question items, this type 

of semantic information (sample sentences) for generating questions is opted out of the 

study that will be described in the next section. 

 

3.1 Study design 

The goal of this study is to investigate how people from different populations per-

ceive questions that are generated by human experts and by a computer system. For this 

purpose, the author invited three groups of human raters to join the study. The first 

group included seven computer scientists who are professors or PhD students of Com-

puter Science. The second group is represented by six senior researchers of the argu-

mentation and the question generation communities. The third group included six stu-

dent teachers who are studying Computer Science Education at the Humboldt Univer-

sität zu Berlin and all of them are native Germans. They can understand English 

properly, because all German high school students must study English as the first for-

eign language. 

The study consists of two phases. First, eight experts from the research communities 

of argumentation and question/problem generation (six of them are in the second pop-

ulation of human raters) were invited to manually create questions. They got the fol-

lowing three discussion topics by emails and were asked to create questions which can 

be used to support students in developing arguments. Since the eight experts work in 

the USA, Europe and Asia, the discussion domains were chosen with international rel-

evance and had been in the news recently. For this study, the domains of energy and 

economy were chosen. Each discussion topic consisted of two sentences and an initial 

discussion question. The intention of this kind of construction for discussion topics was 

that the discussion participants and the human experts should have enough “materials” 

for thinking about a specific problem. If a discussion topic was too short (e.g., only a 

sentence or a discussion question), this might make it difficult for discussion partici-

pants to initiate a discussion or for human experts to think of questions to be generated: 

 

Topic 1: The catastrophe at the Fukushima power plant in Japan has shocked 

the world. After this accident, the Japanese and German governments an-

nounced that they are going to stop producing nuclear energy. Should we stop 

producing nuclear energy and develop renewable energy instead? 

 

Topic2: Recently, although the International Monetary Fund announced that 

growth in most advanced and emerging economies was accelerating as ex-

pected. Nevertheless, deflation fears occur and increase in Europe and the 

US. Should we have fear of deflation? 

 

Topic 3: “In recent years, the European Central Bank (ECB) responded to 

Europe's debt crisis by flooding banks with cheap money…ECB President has 



reduced the main interest rate to its lowest level in history, taking it from 0.5 

to 0.25 percent”9 . How should we invest our money? 

 
From eight experts, 54 questions for Topic 1, 47 questions for Topic 2, and 40 questions 

for Topic 3 were received.  

Then, the same discussion topics were input into the question generation system for 

argumentation. For each discussion topic, the system generated several hundred ques-

tions (e.g., 844 questions for Topic 1), because from each discussion topic several key 

concepts were extracted, and each key concept was extended with a set of hyponyms 

queried from WordNet. For each key concept and each hyponym, fourteen questions 

have been generated based on fourteen pre-defined question templates. Since the set of 

generated questions was too big for expert evaluation, a small amount of automatic 

generated questions was selected randomly, so that the proportion between the auto-

matic generated questions and the human generated questions was about 1:3. There 

were two reasons for this proportion. First, in case the proportion between automatically 

generated questions and human generated questions is too high, then it could influence 

the real “picture” of human generated questions. Second, a trade-off between having 

enough (both human-generated and system-generated) questions for evaluation and a 

moderate workload for human raters needs to be considered. The proportion of auto-

matic generated questions and human generated questions is shown in Table 3.  

Table 3. Number of questions generated by human experts and by the system. 

 Topic 1 

No. of questions 

Topic2 

No. of questions 

Topic 3 

No. of questions 

Human-generated 54 47 40 

System-generated 16 15 13 

Total 70 62 53 

 

In the second phase of the study, the whole list of human-generated and system-

generated questions was given to the first group (computer scientists) and the third 

group (student teachers). For each individual human rater of the second group, an indi-

vidual list of mixed questions was created, i.e., the questions which have been generated 

by each senior researcher of the argumentation and the question generation communi-

ties were removed, because they would identify the questions created by themselves 

easily. Thus, the list of questions to be rated by the second group was shorter than the 

list of questions for the first and the third groups. All raters were asked to rate each 

question based on a scale between 1 (bad) and 3 (good) over three quality criteria: the 

understandability of a question, the relevance of a question to a given discussion topic, 

the usefulness of a question for students to develop new arguments. 
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3.2 Results: Quality difference between system-generated and human-

generated questions 

In order to determine the quality difference between system-generated and human-gen-

erated questions, two-sided t-tests are used and p-values are taken as indicators for sta-

tistical significance of the difference in quality between the two groups. 

Table 4. Quality of questions for Topic 1 

Group 1: Computer Scientists 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

System-GQ 2.19 (0.89) 1.96 (0.87) 1.69 (0.69) 

Human-GQ 2.28 (0.80) 2.14 (0.86) 2.12 (0.87) 

Difference  t=0.67 t=1.25 t=0.39 

Significance p=0.51  

(not significant) 

p=0.21  

(not significant) 

p=0.0009  

(significant) 

Group 2: Argumentation and Question Generation researchers 

System-GQ 2.53 (0.57) 1.81 (0.59) 1.5 (0.76) 

Human-GQ 2.53 (0.62) 2.51 (0.60) 2.35 (0.68) 

Difference  t=0.04 t=5.67 t=5.91 

Significance p=0.9682 

(not significant) 

p<0.0001 

(significant) 

p<0.0001 

(significant) 

Group 3: Student teachers 

System-GQ 2.13 (0.79) 1.47 (0.72) 1.44 (0.67) 

Human-GQ 2.82 (0.43) 2.65 (0.55) 2.67 (0.58) 

Difference  t=6.52  t=9.87  t=10.16 

Significance p<0.0001 

(significant) 

p<0.0001 

(significant) 

p<0.0001 

(significant) 

 

Table 4 shows the quality of human-generated questions and system-generated ques-

tions for Topic 1. From this table we can notice that for the group of student teachers, 

the human-generated questions are significant better than system-generated questions 

with respect to their understandability (t=6.52, p<0.0001), their relevance to the given 

discussion topic (t=9.87, p<0.0001), their usefulness for helping students develop new 

arguments (t=10.16, p<0.0001). From the perspective of computer scientists and re-

searchers of the argumentation and question generation communities, system-generated 

questions deserved better ratings with respect to understandability: the difference be-

tween system-generated questions and human-generated questions was statistically not 

significant (Group 1: t=0.67, p=0.51; Group 2: t=0.04, p=0.9642). With respect to the 

relevance of questions, the second and the third groups agreed that human-generated 

questions are significantly better than system-generated questions (Group 2: t=5.67, 

p<0.0001; Group 3: t=9.87, p<0.0001). With respect to the usefulness of questions, the 



ratings of three groups indicated that human-generated questions are significantly better 

than system-generated questions (Group 1: t=0.39, p=0.0009; t=5.91, p<0.0001; Group 

3: t=10.16, p<0.0001). That is, all three groups agreed that system-generated questions 

are not useful as human-generated questions for helping students develop new argu-

ments. In overall, the first and the second groups rated system-generated questions 

higher than average (since the rating scale is from 1 to 3, the averaged value is 1.5) 

whereas the group of student teachers only rated the understandability of system-gen-

erated questions higher than average (m=2.13, s.d.=0.79). 

Table 5. Quality of questions for Topic 2 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

Group 1: Computer Scientists 

System-GQ 2.40 (0.77) 1.83 (0.7) 1.87 (0.82) 

Human-GQ 2.76 (0.48) 2.43 (0.73) 2.37 (0.70) 

Difference  t=3.01 t=3.93 t=3.29 

Significance p=0.0031  

(significant) 

p=0.0001 

(significant) 

p=0.0013 
(significant) 

Group 2: Argumentation and Question Generation researchers 

System-GQ 1.97 (0.89) 1.60 (0.77) 1.50 (0.68) 

Human-GQ 2.61 (0.64) 2.56 (0.67) 2.39 (0.72) 

Difference  t=4.21  t=6.46 t=5.90 

Significance p=0.0001 

(significant) 

p=0.0001 

(significant) 

p=0.0001 

(significant) 

Group 3: Student teachers 

System-GQ 2.13 (0.86) 1.73 (0.58) 1.37 (0.56) 

Human-GQ 2.74 (0.60) 2.47 (0.63) 2.34 (0.71) 

Difference   t=4.33  t=5.63 t=6.85 

Significance p=0.0001 

(significant) 

p=0.0001 

(significant) 

p=0.0001 

(significant) 

 

Table 5 shows the quality of questions that have been generated for Topic 2 by hu-

man experts and by the system. The first point we can learn from results shown in this 

table is that all groups of human raters rated human-generated questions significantly 

better than system-generated questions. This result for Topic 2 is consistent with the 

conclusion of the evaluation study conducted by Le and Pinkwart (2015). The second 

point is that system-generated questions have been rated over average (e.g., Group 1 

rated 2.4 for understandability, Group 2 rated 1.6 for the relevance criterion, Group 3 

rated 1.73 for the relevance criterion) by three groups except the rating for the useful-

ness criterion given by the group of student teachers (1.37). The similar picture for 

human-generated questions can also be identified: with respect understandability, three 

groups rated between 2.61 and 2.76; for the relevance criterion, the ratings are between 



2.43 and 2.56; and for the usefulness criterion the ratings given each group is almost 

the same (between 2.34 and 2.39).  

Table 6. Quality of questions for Topic 3 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

Group 1: Computer Scientists 

System-GQ 2.21 (0.72) 1.92 (0.88) 1.71 (0.69) 

Human-GQ 2.27 (0.80) 2.21 (0.78) 2.04 (0.76) 

Difference  t=0.33 t=1.54 t=1.89 

Significance p=0.7397 

(not significant) 

p=0.1272 

(not significant) 

p=0.0613 

(not significant) 

Group 2: Argumentation and Question Generation researchers 

System-GQ 2.25 (0.85) 1.92 (0.88) 1.50 (0.83) 

Human-GQ 2.50 (0.74) 2.50 (0.68) 2.24 (0.85) 

Difference  t = 1.37 t = 3.34 t = 3.67 

Significance p=0.1754 

(not significant) 

p=0.0012 

(significant) 

p=0.0004 

(significant) 

Group 3: Student teachers 

System-GQ 2.38 (0.88) 2.17 (0.76) 2.25 (0.74) 

Human-GQ 2.76 (0.51 ) 2.59 (0.59) 2.47 (0.68) 

Difference  t = 2.65 t = 2.70 t = 1.39 

Significance p=0.0093 

(significant) 

p=0.0081 

(significant) 

p=0.1682 

(not significant) 

 

Table 6 shows the quality of generated questions for Topic 3. First, we can see that 

the given ratings are not consistent among three groups of human raters. The ratings of 

the group computer scientists for system-generated questions with respect to the under-

standability (t=0.33, p=0.7397), the relevance (t=1.54, p=0.1272), and the usefulness 

(t=1.89, p=0.0613) are not significantly different from the ratings for human-generated 

questions. That means that system-generated questions are of similar quality as human-

generated questions. On the contrary, the group of argumentation and question genera-

tion researchers held the human-generated questions significantly better than system-

generated questions with respect to the relevance (t=3.34, p=0.0012), the usefulness 

(t=3.67, p=0.0004). Similarly, the group of student teachers rated the human-generated 

questions significantly better than the system-generated questions with respect to the 

understandability (t=2.65, p=0.0093) and the relevance (t=2.70, p=0.0081).  

Second, it is surprising that the ratings given by the group of student teachers for 

system-generated questions (understandability: 2.38, relevance: 2.17, usefulness: 2.25) 

are higher than the ratings given by the group Computer Scientists (understandability: 

2.21, relevance: 1.92, usefulness: 1.71) over three criteria, while for Topic 1 and Topic 

2, the group of student teachers rated system-generated questions always lower than 



human-generated questions. Why the phenomenon of disagreement on ratings between 

the three groups appeared and why the group of student teachers rated system-generated 

questions for Topic 3 better than for other discussion topics, these need further investi-

gation. 

 

3.3 Difference of perceiving the quality of questions between three populations 

of human raters 

In this section, I investigate whether the quality of (both system-generated and human-

generated) questions is perceived differently between three populations of human raters 

(computer scientists, researchers in argumentation and question generation communi-

ties, and student teachers). For this purpose, ANOVA will be used to analyze the dif-

ference of the quality of questions over three groups. ANOVA variance analysis will 

be performed over three independent samples. Each sample represents the ratings col-

lected from each group of human raters. The samples are independent because for the 

group of argumentation and question generation researchers their own questions have 

been removed from the set of mixed questions to be rated. They should not rate the 

questions that have been generated by themselves. The other groups (computer scien-

tists and student teachers) were assigned with a complete set of mixed questions. 

Table 7 shows the difference of quality of system-generated questions (3rd-4th rows) 

and human-generated questions (6th-7th rows) perceived by three groups of human 

raters. These questions have been generated for the discussion topic about stopping 

nuclear energy (Topic 1). With respect to the understandability and the usefulness, 

while the difference in quality of system-generated questions between three groups of 

human raters is statistically not significant (understandability: p=0.08, usefulness: 

p=0.26), the difference in quality of human-generated questions between three groups 

of human raters is statistically significant (p<0.0001 over all three criteria). This indi-

cates that the three groups of human raters perceived the quality of human-generated 

questions for Topic 1 differently. Similarly, three groups of human raters rated the rel-

evance of system-generated questions significant differently. 

Table 7. Difference between three groups of human raters with respect to questions for Topic 1 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

System-generated questions 

Difference F=2.6 F=4.05 F=1.38 

Significance p=0.0789  

(not significant) 

p=0.0201 

(significant) 

p=0.2559 

(not significant) 

Human-generated questions 

Difference F=21.97 F=18.46 F=18.17 

Significance p<0.0001 

(significant) 

p<0.0001 

(significant) 

p<0.0001 

(significant) 

 



Table 8 shows results of ANOVA analysis over three groups of human raters for the 

quality of system-generated and human-generated questions. These questions have 

been generated for the discussion topic about fear of deflation in Europe and the USA 

(Topic 2). For system-generated questions, with respect to the understandability and 

the relevance, there is no difference in ratings between three groups (understandability 

p=0.1388, relevance: p=0.4226). This indicates that all three groups of human raters 

agreed on the high understandability of system-generated questions (m=1.97-2.40, cf. 

Table 5) and the moderate relevance (m=1.60-1.83, cf. Table 5). However, with respect 

to the usefulness, there is a significant difference between three groups of human raters 

(p=0.0187). This indicates that different groups of human raters perceived the useful-

ness of system-generated questions differently. 

For human-generated questions, the ratings of human raters are consistent over all 

three criteria, i.e., there is no significant difference in ratings among three groups of 

human raters (6th-7th rows of Table 8). That is, they agreed on the high understandability 

(m=2.61-2.76), high relevance (m=2.43-2.56), and high usefulness (m=2.29-2.39) (cf. 

Table 5). 

Table 8. Difference between three groups of human raters with respect to questions for Topic 2 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

System-generated questions 

Difference F=2.02 F=0.87 F=4.17 

Significance p=0.1388 

(not significant) 

p=0.4226 

(not significant) 

p=0.0187 

(significant) 

Human-generated questions 

Difference F=1.7 F=0.9 F=0.11 

Significance p=0.1847 

(not significant) 

p=0.4078 

(not significant) 

p=0.8959 

(not significant) 

 

Table 9 shows the difference in ratings between three groups of human raters for 

system-generated and human-generated questions. These questions have been devel-

oped for the discussion topic about the low interest rate in Europe (Topic 3). The table 

shows that with respect to the understandability and the relevance, there was no signif-

icant difference in ratings for system-generated questions between three groups of hu-

man raters (Table 9, 4th row: understandability: p=0.7642, relevance: p=0.5001). This 

indicates that all human raters agreed on the high understandability (m=2.21-2.38, cf. 

Table 6) and high relevance (m=1.92-2.17, cf. Table 6) of system-generated questions. 

However, with respect to the usefulness of system-generated questions, the difference 

in ratings between three groups is significant. This indicates that different groups of 

human raters perceived the usefulness of system-generated questions differently. We 

notice that this is also the case for Topic 2. 

For human-generated questions, the difference in ratings is significantly different 

over all three criteria (cf. 6th-7th rows of Table 9). This indicates that three populations 

perceived the quality of human-generated questions, which have been developed for 



Topic 3, differently, although the understandability (m=2.27-2.76, cf. Table 6), the rel-

evance (m=2.21-2.59, cf. Table 6), and the usefulness (m=2.04-2.47, cf. Table 6) of 

those questions were rated highly. This phenomenon is similar to the human-generated 

questions for discussion Topic 1 (cf. Table 7). 

 

Table 9. Difference between three groups of human raters with respect to questions for Topic 3 

 Understandability 

Mean (s.d.) 

Relevance 

Mean (s.d.) 

Usefulness 

Mean (s.d.) 

System-generated questions 

Difference F=0.27 F=0.7 F=6.29 

Significance p=0.7642 

(not significant) 

p=0.5001 

(not significant) 

p=0.0031 

(significant) 

Human-generated questions 

Difference F=9.7 F=6.41 F=6.25 

Significance p<0.0001 

(significant) 

p=0.0020 

(significant) 

p=0.0023 

(significant) 

 

In summary (cf. Table 10), three groups of human raters perceived human-generated 

questions differently in the context of Topics 1 and 3 over three criteria. System-gen-

erated questions, they were perceived differently by three groups of human raters with 

respect to specific criteria: the relevance of questions for Topic 1 and the usefulness of 

questions for Topics 2 and 3. 

Table 10. Summary of differences between three groups of human raters 

 Understandability Relevance Usefulness 

Topic 1 

System-GQ No Yes No 

Human-GQ Yes Yes Yes 

Topic 2 

System-GQ No No Yes 

Human-GQ No No No 

Topic 3 

System-GQ No No Yes 

Human-GQ Yes Yes Yes 

 



4 Related Work and Discussion 

Several applications of question generation for argumentation have been devised. 

Liu and colleagues (Liu et al., 2012) introduced a system (G-Asks) for improving stu-

dents’ writing skills (e.g., citing sources to support arguments, presenting the evidence 

in a persuasive manner). The approach implemented in this system consists of three 

stages. First, citations in an essay written by the student are extracted, parsed and sim-

plified. Then, in the second stage, the citation category (opinion, result, aim of study, 

system, method, and application) is identified for each citation candidate. In the final 

stage, an appropriate question is generated using pre-defined question templates. Eval-

uation studies have shown that the system could generate questions as useful as human 

supervisors and significantly outperformed human peers and generic questions in most 

quality measures after filtering out questions with grammatical and semantic errors (Liu 

et al., 2012).  

While the work of Liu and colleagues (Liu et al., 2012) focused on improving the 

writing skills of students, Adamson and colleagues (2013) proposed to generate discus-

sion questions automatically in order to support instruction. Adamson and colleagues 

investigated three different approaches of selecting sentences from a summary text: the 

cosine similarity (Huang, 2008), LSA content scores (Dumais, 2004), and TF-IDF 

uniqueness (Wu et al., 2008). Selected representative sentences are transformed into 

discussion questions. In order to rank the generated questions on the basis of abstraction 

and ability to trigger discussion, the authors calculated the subjectivity score by aver-

aging the subjectivity values of each word in the sentence using SentiWordNet (Bac-

cianella et al., 2010). SentiWordNet is a database of word-senses that provides subjec-

tivity scores assigned to each word. Discussion questions have been generated applying 

these three approaches and evaluated by asking four teachers for rating. With respect 

to stimulating discussion, the LSA and Cosine similarity approaches were significantly 

better than TF-IDF. In addition, the evaluation study showed that there were no signif-

icant distinctions between the approaches on the dimension of comprehensibility (i.e., 

a generated question is comprehensible) and important themes (i.e., a generated ques-

tion touches upon important themes from the story). 

Similarly to the work of Adam and colleagues (2013), the approach of generating 

questions I present in this paper aims at stimulating the process of developing new ar-

guments for a discussion topic. The difference between this approach and the ap-

proaches of Liu et al. (2012) and Adamson et al. (2013) is that the question generation 

approach being presented in this paper deploys WordNet as a source of semantic infor-

mation for generating questions. 

From the results of the study in the previous section, two lessons have been learned. 

First, in the context of a specific topic (e.g., Topic 3), system-generated questions have 

similar quality as human-generated questions over all three criteria (understandability, 

relevance, and usefulness). Second, different groups of human raters perceive, espe-

cially, human-generated questions differently. System-generated questions have also 

been perceived differently, but with respect to their relevance or their usefulness.  



These results are important for instructors and automatic question generators to adapt 

questions to individual target groups (e.g., primary school students, high school stu-

dents, or university/college students). For instructors, if their questions are not under-

standable for students, they may explain or reformulate them in another way. For auto-

matic question generators, it is difficult to reformulate questions. I propose two strate-

gies for automatic question generators. First, we can define different sets of question 

templates for different levels of target groups. The formulation of these questions tem-

plates depends on the level of the target group. If the target group consists of intellectual 

university students, then question templates can be formulated in a scientific manner. 

Second, we can adopt different question taxonomies for different target groups. Most 

school teachers know the Bloom’s taxonomy (Bloom, 1956), that has six levels: 1) 

knowledge, 2) comprehension, 3) application, 4) analysis, 5) synthesis, 6) evaluation. 

Teachers usually apply this question taxonomy in schools (Arias de Sanchez, 2013). 

Beside the Bloom’s taxonomy, there are many other question taxonomies, e.g. PREG 

(Otero & Graesser, 2001), Schreiber (1967), Pate & Bremer (1967), among which the 

taxonomy developed by Graesser et al. (1992) is widely used for tutoring. To my best 

knowledge, until now, there is no study that compares the applicability of different 

question taxonomies for different target groups. However, question taxonomies may be 

used to individualize questions for automatic question generator.  

During the second phase of the evaluation study (cf. Section 3.1), some student 

teachers optionally informed me about the different criteria they used to identify sys-

tem-generated questions. Their criteria are very various: 1) a system-generated question 

is superficial with regard to a given discussion topic, 2) a system-generated question is 

similar to another one in the mixed set of questions, 3) a system-generated question that 

expects a factual answer and is intuitive (e.g., "What features does ECB president 

have?"), 4) a system-generated question that contains unknown information (e.g., "How 

will those policies affect those outcomes/stakeholders?"). To identify human-generated 

questions, they applied the criterion: human-generated questions may have typo/syntax 

errors, while system-generated questions are error-free. However, some of these criteria 

for guessing system-generated may be not justified, because for instance the developer 

of question templates could also have made typo/syntax errors as well.  

Some of the human experts in the argumentation and question generation communi-

ties had more systematic criteria when they were asked to generate questions. Since I 

did not request all human experts to explicitly explain how they generated questions, I 

did not receive their strategies of generating questions. However, some of them option-

ally described their strategies. One of them applied different types of arguments/argu-

mentative schemes based on the argumentum model of Rigotti and Greco Morasso 

(2010). In the following, I list all the argument types that have been used to generate 

questions to stimulate the argumentative reflection of students by one of the human 

experts in the argumentation community (the questions in the brackets were generated 

by her): 

 Arguments of consequence or warning: e.g., “Think about the consequences of 

the nuclear catastrophe: which were (and still are) the consequences on people, 

in particular on their health condition?” 



 Arguments of alternatives: e.g., “Think about different sources of renewable en-

ergy: which alternative sources of energy do we have/know?” 

 Arguments of likeliness or difference: e.g., “Try to compare nuclear energy with 

sources of renewable energy: which are the differences in terms of productivity?” 

 Arguments of termination and setting up: e.g., “Ponder about the possibility to go 

on producing nuclear energy: is it possible to make nuclear energy production 

safer than it is now?” 

 Arguments of definition and ontological implications: “What does “deflation” 

mean? Is deflation bad for the economy of a country?” 

 Argument of expert opinion/of authority: “Think about the authoritativeness of 

the information source: what is the International Monetary Fund? What does it 

do?” 

 Argument of analogy: “Refer to similar past events: what did happen to the econ-

omies which had to face deflation?” 

 Argument of final cause: “Think about the expected results of a money invest-

ment: what does an investor expect from investing money?” 

 

Another human expert in the argumentation community explained how he generated 

questions. He applied several general questions when asking about a policy topic: 

“What stakeholders will be affected by this policy? What outcomes are the policy mak-

ers attempting to address? What other outcomes might be affected? How will this policy 

affect those outcomes/stakeholders? What is the evidence that this policy would affect 

these outcomes? What other policies are available (possible)? What are the pros/cons 

of each policy? Which policies have the best set of tradeoffs? For which stakeholders?” 

For example, for Topic 1 (nuclear energy), he generated the following questions: “What 

stakeholders will affected by stopping this production? What outcomes are the policy 

makers attempting to address? What other outcomes might be affected? How will stop-

ping production affect those outcomes/stakeholders? What other policies are available 

(possible)? What are the pros/cons of each policy? Which policies have the best set of 

tradeoffs? For which stakeholders?” We notice that the last three questions are not re-

lated to a specific topic (e.g., nuclear energy) and can be used for general policy topics. 

The argumentum model and the general questions for polity topics that were applied 

by two researchers of the argumentation community may be a good basis to define 

question templates for question generation systems that aim at generating questions to 

support argumentation. Whether the argumentum model and the general questions can 

be applied for different topics and results in meaningful questions, this needs further 

investigation.  

5 Conclusions 

In this paper, I have investigated the hypothesis that human-generated questions and 

computer-generated questions are perceived differently by different populations. For 

this purpose, a study in which eight human experts in the argumentation and question 



generation communities have been invited to construct questions and a question gener-

ation system has been deployed to generate questions. In total, 141 human-generated 

and 44 system-generated questions have been mixed and rated by three groups of hu-

man raters: computer scientists, argumentation and question generation researchers, 

and student teachers. The study confirmed the hypothesis for human-generated ques-

tions over three quality criteria (understandability, relevance, and usefulness) that dif-

ferent populations perceive questions differently. For system-generated questions, the 

hypothesis could only be confirmed on the criteria of relevance and usefulness of ques-

tions. The results of this study are the contribution of this paper that propose researchers 

on question generation to adopt different strategies (e.g., different question taxonomies, 

different sets of question templates) for different target groups of questions. 
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